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UGSDF: Method at a Glance
Input: ● Posed RGB ● Object Masks ● 2D Tracks ● Metric Depth (  LiDAR) 

Overview Pipeline
4.1 Canonicalization

● Backproject depth  object point clouds
● Warp to canonical with 2D tracks; initialize 3D Gaussians

4.2 3DGS Motion
● Sparse basis for , ; 
● Supervise with rendered image/depth/mask

4.3 SDF Deformation
●Multi-res feature grid  MLPs
● , ,  (  )  SDF(+color)

SDF Guidance for Gaussian Primitive Distribution

SDF Deformation Network

Takeaway
Dual representation + 2D Priors  robust geometry and

high fidelity rendering  no 3D templates/tracklets

Qualitative Results: Cleaner Dynamics

Cleaner surfaces and steadier motion vs. baselines

https://dynamic-ugsdf.github.io/

Quantitative Results

Downstream Task: Edit & Simulate Dynamic Scenes

Stable geometry enables robust dynamic editing
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Overview: Rendering Dynamic Scenes from 2D Cues

Problem: Dynamic urban scene reconstruction need heavy 3D(LiDAR, tracklets, templates).
Our Solution: UGSDF fuses SDF precision with 3DGS realism, supervised by 2D priors.
Key Mechanism: Bidirectional guidance: SDFs structure 3DGS; 3DGS refines detail.
Outcomes: Fewer 3D requirements, sharper geometry, photoreal renderings.

UGSDF’s SDF↔3DGS synergy enables high-quality object removal and scene (de)composition.

https://dynamic-ugsdf.github.io/

